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Spring 2007

Solutions: Midterm

1. (a) True: every Euclidean domain is a principal ideal domain.

(b) True: in an abelian group every element commutes with all others, so any subgroup is automatically
normal.

(c) (Fn×n,×), where F is a field.

(d) (Z/nZ)× = Z/nZ \ {0} iff n is prime.

(e) (Z,+,×), C[x], C[x]/(xn − 1).

(f) Such function doesn’t exist: since f is injective, |S| = |imf |, so imf = S, i.e. f is surjective.

(g) 12Z + 9Z = gcd (12, 9)Z = 3Z.

(h) C = R + iR is an R-vector space of dimension 2.

(i) If A,B ∈ Cn×n represent the same linear mapping, then there exists nonsingular matrix P ∈ Cn×n,
such that A = PBP−1. (Moreover, A and B have the same determinant, spectrum, i.e. collection
of eigenvalues, trace, and characteristic polynomial).

(j) For field A, an A-module is an A-vector space.

2. φ is a homomorphism of algebras because for any s(x) =
∑n

k=0 skx
k, t(x) =

∑m
j=0 tjx

j ∈ R[x] and
α, β ∈ R:

(i) φ(αs(x) + βt(x)) = αs0 + βt0 = αφ(s(x)) + βφ(t(x));

(ii) φ(s(x)t(x)) = s0t0 = φ(s(x))φ(t(x)).

kerφ = {s(x) ∈ R[x] | s0 = 0} = xR[x]. Since it is a kernel of a ring homorphism, kerφ is an ideal in
R[x].

ψ is not a homomorphism since in general ψ(s(x)t(x)) = s0t1 + s1t0 6= s1 + t1 = ψ(s(x))+ψ(t(x)); e.g.
ψ(x(x− 1)) = 1 6= 1 + 1 = ψ(x) + ψ(x− 1).

3. (a) Let w3 = e
i2π
3 . Then

DFT3 =

1 1 1
1 w3 w2

3

1 w2
3 w3

 .

(b) Let
φ : C[x]/(x3 − 1) → C[x]/(x− 1)⊕ C[x]/(x2 + x+ 1)
ψ : C[x]/(x2 + x+ 1) → C[x]/(x− w3)⊕ C[x]/(x− w2

3)

Since the basis of C[x]/(x− 1)⊕ C[x]/(x2 + x+ 1) is {(1, 0), (0, 1), (0, x)},

φ(1) = (1, 1)
φ(x) = (1, x)
φ(x2) = (1,−1− x)

and the corresponding matrix is

B1 =

1 1 1
1 0 −1
0 1 −1

 .

The basis of C[x]/(x− w3)⊕ C[x]/(x− w2
3) is {(1, 0), (0, 1)}. Then

ψ(1) = (1, 1)
ψ(x) = (w3, w

2
3)
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and the corresponding matrix is

B2 = I1 ⊕
(

1 w3

1 w2
3

)
=

1 0 0
0 1 w3

0 1 w2
3

 .

Since the roots are in the same order as in the CRT case, we don’t need to introduce any permu-
tation matrix. Hence, DFT3 = B2B1, and1 1 1

1 w3 w2
3

1 w2
3 w3

 =

1 0 0
0 1 w3

0 1 w2
3

 1 1 1
1 0 −1
0 1 −1

 .

(c) (i) Computing y = DFT3z requires 4 (non-trivial) complex multiplications and 6 additions.
(ii) Computing y = B2B1z = B2(B1z) requires 4 additions for B1, and 2 multiplications and 2

additions for B2 - a total of 6 additions and 2 multiplications.

4. (a)

φ(x) =



0 · · · · · · 0 2

1
. . .

... 0

0
. . . . . .

...
...

...
. . . . . . 0 0

0 · · · 0 1 0


.

The visualization is
•

1
// •

1
// . . .

1
// •2uu

(b) Let Ik denote an identity matrix of size k × k. Since φ(xk) is a block matrix of the structure

φ(xk) =
(

0 2Ik
In−k 0

)
,

then for h =
∑n−1

k=0 hkx
k ∈ A:

φ(h) =



h0 2hn−1 · · · 2h2 2h1

h1
. . .

...
...

h2
. . . . . . 2hn−1

...
...

. . . . . . h0 2hn−1

hn−1 · · · h2 h1 h0


(c) Let α = {αk = n

√
2e

ki2π
n = n

√
2wk

n}0≤k<n be the set of roots of polynomial xn − 2. The spectral
decomposition of M is

C[x]/(xn − 2) →
⊕n−1

k=0 C[x]/(x− αk)
s(x) 7→ (s(α0), . . . , s(αn−1))

(d) F = Pb,α = [( n
√

2wk
n)l]0≤k,l<n.

(e) Since all roots of p(x) = xn − 2 are distinct, F = Pb,α completely diagonalizes φ(h).

(f) Since Fφ(h)F−1 = diag(h(α0), . . . , h(αn−1)), so the eigenvalues of φ(h) are the same as those of
the matrix on the right side of the equation, i.e. h(α0), . . . , h(αn−1). On the other hand, the
collection (h(α0), . . . , h(αn−1)) is exactly the frequency response of h.

(g) F = DFTn · diag( n
√

2l, 0 ≤ l < n)).
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