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ABSTRACT

A person’s online security setup is tied to the security of their
individual accounts. Some accounts are particularly critical as they
provide access to additional online services. For example, an email
account can be used for external account recovery or to assist with
single-sign-on. The connections between accounts are specific to
each user’s setup and create unique security problems that are
difficult to remedy by following generic security advice. In this
paper, we develop a method to gather and analyse users’ online
accounts systematically. We demonstrate this in a user study with
20 participants and obtain detailed insights on how users’ personal
setup choices and behaviours affect their overall account security.
We discuss concrete usability and privacy concerns that prevented
our participants from improving their account security. Based on
our findings, we provide recommendations for service providers
and security experts to help increase the adoption of security best
practices.
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« Security and privacy — Social aspects of security and pri-
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1 INTRODUCTION

When accessing services online, people regularly use a large num-
ber of internet-based accounts and other access mechanisms such as
smart phones and further access tokens. The resultant connections
in a user’s account setup are complex. For example, an account
recovery email may create a link between an email account and
a social network site; two-factor authentication can create a link
between a physical device and a work email account. Users are also
commonly logged into accounts on their personal devices, making
additional connections between digital accounts and physical ob-
jects. Moreover, user accounts are connected to other aspects of
the physical world; for example, people can write passwords down,
and the real-world location of devices and their closeness to other
objects can be used to unlock accounts. The connections between
accounts, devices, and credentials are different for each user’s ac-
count setup. Understanding the security risks that arise from these
connections is a highly personal task that requires analyzing the
setup of a given person individually.

The high degree of personalization of users’ account setups
also means that security advice must be personalized: Different
advice is relevant for different users. For example, enabling two-
factor authentication for a Google account would be important
and recommended for a user who uses the associated GMail as her
primary email account or makes extensive use of Google Sign-In, but
it is much less relevant for a user who only uses her Google account
to watch YouTube videos. These differences are disregarded when
studying users’ willingness to follow security advice.

Account access graphs [22] are a formalism to model the con-
nections in a user’s account setup and analyze their security impli-
cations. In this work, we employ this formalism to obtain a novel
methodology for performing qualitative user studies and apply it in
a user study with twenty participants. We obtain their account ac-
cess graphs and leverage them to interview each participant about
their account setup in semi-structured interviews. We use these
interviews to understand the challenges that our participants face
in creating secure setups, and the impact that decision made within
one area of their security ecosystem have on their setup as a whole.

We expand upon previous work examining users’ account setups
in the following ways. Firstly, we develop a methodology to sys-
tematically elicit a user’s account setup and subsequently provide
actionable security advice. Secondly, we discover and highlight the
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structural features of users’ account setups, e.g., account access pat-
terns, cycles, and compartmentalization. These observations allow
us to show that participants themselves are unaware of their ac-
count setup and underestimate the importance of critical accounts
and devices. Previous work in this area focused on broad secu-
rity challenges that are applied to large population groups. To our
knowledge, this is the first study that attempts to understand the
granularity of online account security on an individual user level.
This leads us to advocate further research into personalized security
advice and investigations into automating this process to support
more extensive studies.

2 RELATED WORK AND RESEARCH
QUESTIONS

Studies related to ours generally fall into one of two categories. The
first kind more broadly aims to understand users’ motivations to
follow security best practices, their security-related mental models,
and their risk awareness. The second kind more narrowly focuses
on specific aspects of account security, such as passwords and two-
factor authentication.

This work bridges a gap between the motivation to follow se-
curity practices, and specific methods used to improve account
security. While we combine different aspects, all are directly related
to users’ account security. We are not aware of previous studies
focusing specifically on the connections between users’ accounts
and devices, such as those arising from recovery methods.

2.1 Account Security Methods

2.1.1 Passwords. The topic of user passwords and related risks
and solutions has been studied extensively. For a literature review
on the topic up to 2014, we refer the reader to Taneski et al. [39].
We next discuss some work that closely relates to the aspects we
focused on in our study, in particular on password reuse.

Gaw and Felten [19] studied users’ password management strate-
gies, with a focus on password reuse. They found that participants
used unique passwords for more important accounts and discussed
users’ perceived threat models, but with respect to attackers trying
to compromise passwords specifically.

Das et al. [12] investigated partial password reuse and how an
attacker can leverage a known password for guessing other pass-
words of the same user. They describe in detail the transformation
rules users employ to generate new passwords from existing ones,
a topic that is also mentioned by our participants.

Pearman et al. [29] conducted a large-scale in situ study of users’
password behaviors, obtaining detailed data about password reuse
in particular. They did not find a correlation between using pass-
word managers and password reuse, suggesting that their partic-
ipants did not use randomly generated passwords. They found
correlations between website categories and password reuse, with
decreased reuse on government websites and increased reuse on
shopping and job search websites. They conjectured that the differ-
ence was due to perceived account importance, and noted that it
was somewhat surprising considering that shopping website passwords
may protect sensitive credit card data and that job- and work-related
sites may contain [...] payroll and employment information. [29] This
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is another indicator that users may not accurately assess the impor-
tance of their accounts.

Lyastani et al. [26] explicitly studied the relationship between
using password managers and password reuse in a study with both
qualitative and quantitative elements. They pose the question why
people that use password managers still reuse passwords. Our study
provides some insight into this: some participants felt uncomfort-
able only using randomized passwords, and others used password
managers as a digital notebook on a separate device rather than
having their passwords synchronized across all their devices.

Pearman et al. [30] conducted an interview study on the use of
password managers, finding that users reuse passwords, despite
using a browser-based password storage feature.

2.1.2 Two-factor authentication. We next discuss work related
to the usability of two-factor authentication and how its adoption
could be increased, a topic on which we provide recommendations.

Redmiles et al. [32] conducted a study on messages asking users
to enable two-factor authentication. Their participants both cri-
tiqued existing messages and designed new ones. They preferred
simple and clear messages, including information about the re-
quired time investment for setup. Participants also mentioned they
were more likely to use two-factor authentication only for their
more important accounts.

Albayram et al. [4] investigated how video tutorials on two-factor
authentication can increase users’ willingness to adopt the tech-
nology. Interestingly, one of their participants gave the following
reason for not enabling two-factor authentication after watching
the video: ‘T do not want [...] sites I use to have my cell phone number,
as I don’t feel like I can trust them with it.” [4] That is, their par-
ticipant was unaware of solutions that do not require the phone
number, similar to our participants. The work by Redmiles et al. [33]
mentioned previously also shows that privacy concerns can be a
barrier for the adoption of two-factor authentication.

De Cristofaro et al. [14] performed a comparative usability study
of three two-factor authentication solutions: codes generated by
security tokens, received via email or SMS, or generated by smart-
phone apps. Their participants were already two-factor authenti-
cation users. They found that two-factor authentication was over-
all perceived as usable by their participants. Their participants
mentioned troubles with SMS-based authentication when abroad,
similar to what we observed.

2.2 Motivation to Follow Security Advice

Despite long-running efforts by the security community, challenges
still exist in getting people to follow security advice. It is common
for users to see themselves as low-risk targets for accounts to be
compromised [13]. Additionally, users struggle to see the benefits
of following security advice when it is given at a broad level [16].
Participation in generic security training does not necessarily lead
to the adoption of more secure behaviour [8]. Questions still exist
on how to engage people best to see the need to adopt reasonable
security practices.

A common reason for not adopting security advice is the per-
ceived cost/benefit ratio that following advice creates. Taking proac-
tive security action is seen as having too high a cost by users [42],
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with generic advice regularly ignored due to the unknown indi-
vidual cost-benefit [15]. Users’ decision to focus on usability over
security is not unfounded, with the simple act of unlocking a phone
taking, on average 2.9% of all time that a person may interact with
a smartphone [23]. For users of security tools such as password
managers, convenience rather than improved security is seen as the
primary reason for continued usage [15]. Methods to identify the
explicit challenges within a single security setup may be a potential
method to alter individual users’ perceived cost/benefit.

The generic one-size-fits all approach to providing security ad-
vice is not appropriate [34]. Providing guidance at a very broad
level has even created challenges in consensus within the security
community as to the best advice that users can follow to stay safe
online [35]. Giving security advice at this level also creates chal-
lenges due to factors such as an individuals socioeconomic status
and how this may alter their willingness to follow advice [31].

2.3 Security on an Individual User Level

Security advice is commonly offered at a broad level for large popu-
lation groups. This creates challenges in an individual’s willingness
to follow the advice [8] and does not account for the wide range of
factors that individuals will consider [31]. Presenting users with the
ability to see real benefits from changing their own practice may
have potential [16] as an alternative method of providing security
advice. For security advice to be given at a per-person granularity,
an understanding of the security of a given person must first be
achieved. We use this to motivate our initial research question in
this work where we ask RQ1: What does a typical user account
setup look like and what potential weaknesses exist in it?

Security advice is generally given within compartmentalised
areas (e.g. password strength, two-factor authentication) [3, 36].
Whilst this type of advice is beneficial and can provide guidance
for people on how to improve the general security of their account
setups, it is incapable of protecting against security threats that
exist due to the connections between elements in a particular ac-
count setup. As current security advice may be unable to provide
guidance at this level of granularity, we ask RQ2: What aware-
ness do users have towards the weaknesses in their account
setup and what are the individual barriers that exist in solv-
ing these challenges?

3 ACCOUNT ACCESS GRAPHS

The theoretical foundation of this work is the model of Account
Access Graphs by Hammann et al. [22]. This formalism models
users’ account setups as graphs, with vertices representing accounts,
devices, and credentials. Edges (with color) model dependencies
for granting account access, where same edge color is used for
conjunction (all necessary) and different edge color for disjunction
(alternative), see Example 1 for more. Account access graphs also
enable automated security analysis of users’ account setups. We
present the definitions this work relies on.

DEFINITION 1 ([22]). An account access graph is a directed graph
G = (Vg,Eg,Cg), where Vi are vertices, Cg are colors, and Eg C
VG X Vg X Cg are directed colored edges.
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Figure 1: An access graph with four different types of ver-
tices. A black edge denotes a sufficient condition for access.
For other edge colors, same colors denote conjunction (all
necessary for access) and different colors denote disjunction
(alternative). Dashed edges indicate recovery methods.

ExAMPLE 1. Figure 1 shows an account access graph that features
an email account, a phone, text messaging (SMS), a password, a finger-
print device locking mechanism, and a PIN code with correspondingly
named vertices. The vertices are shaded in different colors depend-
ing on their type. Accounts are blue, credentials are red, devices are
yellow, and biometrics are green. We distinguish between access to
the locked phone and access to the unlocked phone. We decorate a
locked device vertex with a rectangular outline and diagonal chords
in each corner. The graph indicates that there are two ways to access
the services of the unlocked phone, indicated by two different edge
colors. To access the unlocked phone, the locked phone is necessary
and either a fingerprint (Finger) or a PIN code (PIN Phone).

The locked phone provides access to incoming text messages (SMS),
that is, the phone’s lock screen displays the full text message. The
dashed edge from SMS to Mail indicates that access to the email
account can be recovered with a text message. Standard access to the
email account is obtained with a password (pwd).

The unlocked phone provides access to an open session of the email
account. We denote this by Mail basic since some security-critical
features, such as changing the password, may be unavailable from
an open session. Accessing such features explicitly requires entering
credentials to access the Mail vertex.

A black edge indicates a single credential or account that is suf-
ficient for access. For example, access to Mail basic can be obtained
either through Mail or through Phone.

We use account access graphs to model the account setups of
our participants, and as a basis for automated analysis. To this end,
we have developed a front-end tool (available at [2]) in preparation
for this study to complement the existing back-end [22]. This tool
facilitates entering users’ account setup data to then visualize and
automatically analyze the resulting account access graphs.

We have performed both manual and automated analysis to
discover security weaknesses in our participants’ account access
graphs. The manual analysis focused on standard notions, such as
password reuse [12, 19, 26, 29] and lack of two-factor authentica-
tion [4, 14, 32]. The automated analysis focused on the discovery
of backdoors, a notion introduced in [22], which we explain next.
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An account has a backdoor if it can be accessed more easily
by means of a recovery method than by primary authentication
methods. A backdoor arises in scenarios where an attacker with
specific capabilities can exploit one or more recovery methods,
but no primary authentication method, to compromise an account.
Thus backdoors are defined relative to an attacker model. This
notion is transitive; for example, a backdoor for a single sign-on
account also constitutes a backdoor for the connected accounts.

We only give an informal definition of backdoors. The formal
definition in [22] makes use of additional concepts such as scoring
schemes, which are not directly relevant to this work.

DEFINITION 2. An account has a backdoor with respect to an
attacker A if A can compromise the account using at least one recovery
method, either directly or provided by a connected account, but not
using only primary authentication methods.

We next explain the different attacker models that we used to
define backdoors. Our automated analysis marks an account vertex
if at least one such backdoor is present.

o A text message attacker can compromise text messages di-
rectly (without access to the phone). A text message attacker
models, for example, an attacker who can perform SIM swap
attacks [5, 25]. In such an attack, the attacker obtains access
to the victim’s phone number by impersonating the victim
to their mobile phone provider, obtaining a new SIM card
for the victim’s phone number.

o A password attacker can compromise passwords. A backdoor
with respect to a password attacker could for example mean
that two-factor authentication can be circumvented using
only a password.

o A weak-secrets attacker can compromise credentials labeled
as weak secrets. In our model, weak secrets include in par-
ticular security questions as well as patterns that must be
drawn to unlock a device (e.g., a smartphone).

o A device-theft attacker can compromise (steal) physical de-
vices, but cannot compromise any secrets. A backdoor with
respect to a device-theft attacker means that an attacker who
has obtained one of the user’s devices can access the account
without knowing its password, e.g., through password reset
using an open email account session on a phone without a
locking mechanism.

A backdoor thus means that its recovery method(s), or those of
connected accounts, makes the account vulnerable to a wider range
of attack vectors than its primary authentication method.

ExaMPLE 2. In Figure 1, the Mail account requires a password
as its primary authentication method and a text message (SMS)
as its recovery method. Thus, it has a backdoor with respect to a
text message attacker. Moreover, the SMS recovery method is also a
backdoor with respect to a device-theft attacker, as text messages are
accessible from the locked phone. Thus, the account is vulnerable to
SIM swap attacks and theft in addition to the primary authentication
method’s vulnerability to password compromise.

4 METHODOLOGY

We carried out semi-structured interview sessions to understand
typical user account setups and their users’ potential weaknesses.
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We also used these interviews to discover users’ awareness of these
weaknesses and the barriers that exist in solving associated chal-
lenges. Our interviews were structured into two stages. First we
obtained information about account graph information. Afterwards,
we conducted a discussion with participants that was structured
around an analysis of their account graph information.

This work was approved by our institution’s IRB. Participants’
names were never included in their data. At the start of each study
session, participants were informed of their rights and responsibili-
ties, including that they may withdraw from the study at any time.
Participants were asked whether they agree to an audio recording
of the second part of the interview to assist in data analysis. They
were informed that the recording stays on an off-line device, and
that the transcript is stored off-line on the interviewer’s computer
as well as on the secured server of our research institute. 18 out of
20 participants agreed to the recording. At the end of the interview,
participants were given a supermarket voucher in local currency
(roughly $20 USD) as a thank you for taking part.

4.1 Obtaining Account Graph Information

In the first part of the interview, participants were asked about
their accounts and connections. This part of the interview relied on
self-reported information only that participants reported. Account
and connection information was entered into the tool described in
Section 3. We now describe the approach in more detail.

Device Information: Participants were asked which devices
they use to connect to the internet, such as computers, smartphones,
or tablets. For each device the participant uses, we asked how that
device can be unlocked, i.e., whether it requires a password, a PIN,
or biometrics such as a fingerprint or FacelD.

Global Account Management: Participants were then asked
about their password management strategy. Participants were asked
if they used a password manager, or what alternative methods
they used to store their passwords, e.g., in a browser. Participants
were then asked about their email accounts, since these are often
connected to many other accounts. Participants were not required
to disclose which service providers they use for email, but were
asked to give each email account an identifier during the interview.

Individual Account Access: For each account, participants
were asked whether login requires a password and/or a second fac-
tor. Participants were also asked how they could reset the password
if they forgot it. If the participant was unsure how the recovery pro-
cess for one of their accounts works, the interviewer asked them if
they can obtain this information by looking at their account settings
on their own devices. The interviewer did not tell participants that
they had to attempt password resets, but they could do so voluntar-
ily. In some cases, the participant provided additional information
in the second interview part, leading to slight adjustments in their
account access graph.

Primary Access Accounts: Participants were asked if they have
accounts that they use to log in to other services, explicitly asking
if they use their Google or Facebook accounts for this purpose. Par-
ticipants that did use this technique were asked about the accounts
that they use to assist with single sign-on. The Google account was
already covered in the email section if the participant used GMail.
If they mentioned GMail in this part but did not explicitly mention
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that one of their used email accounts is the GMail account, the
interviewer added this information. This ensured that the Google
account was modelled properly as both a GMail account and an
account used for single sign-on. Participants who were uncertain
about whether they used single sign-on were asked to look this up
by checking connected applications on their accounts.

Persistent Account Logins: For all accounts with at least one
outgoing connection, the interviewer also asked whether the par-
ticipant is usually logged in, i.e., has an open session on any of their
devices. In some cases, the participants noted that this varies over
time and the device was modelled to be connected to the account
even if the participant was not always logged in.

‘Leaf Vertices’ Accounts: Participants were then asked about
additional accounts that are more likely to be leaf vertices in the
graph, i.e., that are not used to recover or log in to another account.
For these kinds of accounts, the goal was not to gather information
about every single account the participant owns. This would not
have been feasible within a reasonable time frame. We aimed to
estimate which of the participant’s accounts and devices provide
access to many other accounts, but the exact numbers were not
important. To this end, participants were asked whether they have
accounts in categories such as social media, web shops, and banking.

Account Setup Behavior: When participants had multiple
email addresses, they were asked which one of them they are most
likely to register as a recovery method when they set up a new
account at a service. When the participant mentioned that they use
single sign-on, the interviewer asked them for example services
for which they use this option. They were also asked which option
they are most likely to use, e.g., if a service provider offered single
sign-on with different providers or offered both single sign-on and
the option of registering a separate account. The interviewer then
included generic vertices in the account access graph, such as a
Default vertex to capture the participant’s behavior they described
as most likely when registering at a new service. Note that this
default behavior was entirely self-reported, unlike the connections
between participants’ actual accounts. Thus, we did not overly
emphasize default vertices in our results.

Additional Information: Before finishing the first part, the
interviewer asked the participant whether there was an account
they considered important and that they had not talked about,
or whether they can think of more accounts with unusual setups
for authentication or recovery. If the participant mentioned any
accounts at this stage, the interviewer also asked about how these
accounts can be accessed and recovered. Between the first and
second parts of the interview, the interviewer ran an automated
analysis on the obtained account access graph to detect backdoors
with respect to the specific attacker models described in Section 3.

4.2 Discussion on Account Graph Analysis

In the second part of the interview, participants were asked to
reflect on the overall analysis of their account access graph. This
section of the interview was audio recorded for each participant
that explicitly agreed to this. The goal in this part of the study was
to discuss individual weaknesses in each participant’s graph. Even
though no rules were formalized in our process for the second part,
the interviewer informally followed the guidelines described next.
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Explanation of the Account Graph: The second part of the
interview started with the interviewer showing individual partici-
pants a visualisation of their account access graph. Any accounts
with backdoors that were discovered by the automated analysis were
marked red and highlighted to participants. While these provided
an entry point into the discussion, the interviewer also discussed
potential weaknesses that were noticed by manually inspecting the
graph. The interviewer had the required expertise on account secu-
rity to perform such a manual analysis. The combined automated
and manual analysis aimed to discover a wide range of potential
security weaknesses, but was not designed to exhaustively discover
every single weakness.

Password Protected Accounts: The interviewer pointed out
when an account with many outgoing edges, such as an email
account, was only protected with a password. In these cases, the
interviewer asked whether this password was used for other ac-
counts. If the participant did reuse the password for such an account,
the interviewer steered the conversation to the risk arising from
password reuse. In particular, the interviewer asked whether the
participant has seen haveibeenpwned.com, or a similar website or
tool that can be used to determine whether a password has been ex-
posed in a password database breach. Participants were also asked
if they were aware that password reuse had an associated risk. If
participants were aware, they were asked why they follow this
practice, and they were advised to use unique passwords at least
for their accounts with many outgoing edges. If participants were
unaware of the risks, the risk of credential stuffing attacks using
password database breaches was explained.

Two Factor Authentication: When a connected account be-
longed to a service that offers two-factor authentication, partici-
pants were asked if they were aware of this option and why they
chose to use or not use this service. The purpose of this discussion
was to understand the participant’s barriers in using two-factor
authentication given the additional context of an important account.
If the participant was unaware of two-factor authentication options,
the interviewer explained them, in particular text messages and
authenticator apps such as Google Authenticator. If the participant
was aware of the option using text messages, but not authenticator
apps, the interviewer explained the differences.

Additional Security Topics: Each participant’s account graph
is unique and we intentionally did not constrain the topics covered
in the interview’s second part. This allowed the interviewer to
touch on the different unique circumstances encountered in each
participant’s account access graph. In particular, some participants
made interesting comments in the first part with respect to their
thought process on how they have setup their accounts. The in-
terviewer followed up on these comments in the second part to
discuss them in the recorded part of the interview.

4.3 Interview Analysis Method

Our results were analysed using open coding [41]. Coder training
and briefing sessions were carried out to familiarise coders with
the methodology that was used. We detail this below.

(1) Generating Interview Transcripts: Audio recordings from
the second stage of our interviews were transcribed by the
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lead author. As we had a mixture of sessions that were con-
ducted in English and German, transcripts were created in
the language the interviews were created in. Final quotes
are all shown in English with translations made by the in-
terviewer. Original language transcripts are provided [2] in
line with existing style guidance [20].

(2) Developing the Initial Code Book: A subset of 5 tran-
scripts were coded by the primary author and 3 different
transcripts were coded by the second author. This was car-
ried out as a first round of coding. Both authors used an
inductive coding technique [40] with themes then gener-
ated as emergent categories [21]. Authors then carried out
a virtual discussion regarding their different approaches to
coding, noting similarities in the generated codes and themes
and discussed differences. Discussion continued until agree-
ment was achieved, and a preliminary code book was created
consisting of 34 codes and 9 themes. A second phase of dis-
cussion was then carried out to refine our codebook further,
creating a final book of 20 codes and 4 themes. As part of this
discussion we found that code saturation had been reached
after analyzing a subset of transcripts, and creating a code-
book with our whole corpus was not needed [17].

(3) Corpus Analysis: The entire corpus was then analyzed
within a second round of coding. This included transcripts
that had been analyzed in the previous stage. All authors
took part in this activity and first became familiar with the
initial code book. Each transcript was analyzed, separately,
by two authors. Individual transcript coding was compared
between authors and agreement sought for individual codes.
Any disagreements between coders were discussed in detail
until a resolution could be found. All authors then discussed
analysis with the aim of condensing the overall number of
codes in areas where similarity was present [38].

As the generation of codes was part of the overall evaluation
process and not the end product, ICR is not recommended in this
situation [27]. However, to aid in analysis quality we used multiple
coders [10, 21]. 2 participants (from 20) declined to be recorded for
Part 2, but were included in analysis for Part 1.

5 RESULTS
5.1 Participants

Participants were recruited to take part in this work through an
online research platform! and through posters that were placed
within two university campuses. Our recruitment method stated
that we were carrying out a study on security risks in user accounts
and that participants should:

e Actively use internet services, such as web shops, social
media, and online banking

o Be fluent in English or German

e Own at least one portable device with internet connection,
such as a laptop or smartphone (which should be brought to
the study)

Twenty participants took part in the study. 12 were female and 8
were male. Their ages ranged from 19 to 40, with a mean of 25.5. 4

https://marktplatz.uzhalumni.ch/
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reported to study computer science. 12 reported to be interested in
information security topics, but not professionally or in their stud-
ies, and 2 reported interest in IT topics, but not security specifically.
One participant reported no particular interest in IT topics, and
another participant reported to be between the last two options (no
particular interest, and interest in IT, but not security specifically).
Interviews lasted between 60-90 minutes and were carried out in
February and March 2020 after obtaining approval of our institu-
tional review board (IRB). Each participant received a supermarket
voucher for their participation. Each interview was conducted by
the same interviewer to ensure consistency in the process. We refer
to our participants as P1, ..., P20. Note that P3 and P19 did not
agree to the recording and thus were not quoted.

5.2 Account Graph Details

We give here a brief overview over all participants’ account graph
features. All interviewed participants use smartphones in addition
to a laptop or desktop computer. Table 1 summarizes the data we
discuss and elaborate on in the following.

The Vertices column indicates the number of vertices in each
participant’s account access graph that were elicited during the in-
terview. As discussed in Section 6.1, the actual number of vertices is
likely to be higher, since the interview did not aim for completeness.

Several participants had cycles in their account access graph. The
Elements in Cycles column shows the size of each cycle. 0 indicates
that there is no cycle, while more than one number indicates that
there is more than one cycle. As seen in Table 1, five participants
have one cycle in their account setup and two participants have
two cycles. Five of these cycles provide sufficient access to each
vertex in the cycle, that is, each vertex in the cycle is sufficient to
access the next vertex without any other authentication factors. In
three of these cases, this is the consequence of two email providers
being used as recovery email addresses for each other. In the other
two cases, a password manager provides access to a cloud service,
which in turn provides access to the password manager.

The Components column indicates the number of connected
components in the graph. Many participants’ graphs consist of a
single connected component. The reasons for several components
may be lack of detail provided or an intentional separation.

A few participants do not use any kind of password manager,
indicated by no in the Password Manager column. However, many
make only partial use of it, as they still access some accounts with
passwords not stored in the password manager. Our definition of
password managers is broad and includes any tool that allows the
user to store and retrieve the password without memorizing it.

The Open Sessions column indicates the number of accounts that
one of the participant’s devices has an open session with. However,
we only elicited this information for accounts that could potentially
be used to access other accounts, such as email accounts or accounts
used for single sign-on.

As can be seen from the next three columns in Table 1, all but two
participants use text messages (SMS) as a second authentication
factor or a recovery factor for at least one account. Almost half
of the participants allow SMS previews to be displayed on the
lock screens. For participants whose account access graphs did not
contain SMS at all, SMS-related entries are indicated by “n/a”.
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Table 1: Summary of participants’ account graph features.
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*: the cycles are overlapping.

Use of Lockscreen
Participant  Vertices ]'Elements Components Password Op 'e " prevents  SMS for  SMS for Central Vertices
in Cycles Sessions SMS 2FA recovery
Manager .
Preview
1 50 4 1 yes 2 yes no yes Computer
2 45 0 2 no 4 no no yes Phone
3 32 0 4 no 1 no yes yes Password
4 44 0 1 partial 4 n/a n/a n/a Computer
5 33 0 3 no 1 no yes no Password, Old Password
6 58 3;5 1 yes 5 n/a n/a n/a Password for PwdManager
7 59 0 1 yes 4 yes yes yes Computer
8 37 4 1 yes 3 no no yes Phone
9 43 6 1 partial 4 yes yes yes Password
10 53 0 3 yes 4 yes yes yes Computer
11 41 0 1 partial 4 yes no yes Computer
12 49 0 2 partial 6 yes yes yes Phone
13 30 0 2 yes 4 no yes no Phone, PwdManager
14 42 0 3 yes 3 yes yes yes Phone
15 44 0 1 yes 3 yes yes yes Phone
16 35 2 2 partial 2 no yes yes Computer
17 33 0 2 partial 2 no yes no Phone
18 35 0 1 partial 2 no no yes Finger, Tablet, Computer
19 52 4;6* 1 yes 6 yes no yes All Devices, Account
20 51 3 1 partial 2 yes yes yes Old Password

The last column, Central Vertices, indicates the types of vertices
that are most critical for providing access to other vertices in a
participant’s graph as determined by a centrality score?. More
precisely, they show the types of vertices with a score that is within
5% of the graph’s highest score. Note that we do not distinguish
between locked and unlocked devices in this column.

For fourteen out of the twenty setups, a device (phone, laptop,
tablet, or computer) is the most central vertex, the phone being
the most central in eight of these. In three of the remaining six
setups, the central password vertex is a source vertex that provides
access to an email or service provider vertex with many outgoing
edges. In P18’s setup, shown in Figure 3, the central vertex is a
fingerprint that provides access to all of the participant’s devices
(phone, tablet, and laptop). P6, shown in Figure 2 on page 10, P9,
and P19 each have a central vertex that provides access to a large
cycle (of 5 or 6 vertices). Moreover, P19’s setup is special in that
there are two overlapping cycles. In P19’s setup , all highly ranked
vertices directly or indirectly provide access to at least one of the
two cycles. All vertices in the cycles also received comparatively
high centrality scores.

5.3 Interview Results

Our final code book contained 20 codes across 4 themes. We present
our themes below. We provide quotes that provide a representative
overview of participants perspectives on account security.

5.3.1 Account graph structure. Participants discussed items that
relate to the structure of their online security setup.

Separation and Sharing: 5 participants mentioned that they
consciously separate their accounts, e.g., into work-related and not
work-related. This affected on which devices they were logged in to

“The centrality score of a vertex is its share of all the possible ways to provide access
to vertices in the access graph. See Section 6.1 for a formal definition and examples.

those accounts, commonly with the goal of reducing spam and no-
tification load. P8 justified this approach, stating that “if something
is important, I would connect it to [one email address], something
that just needs an email to log in, I would connect to [another email
address].” P6 followed a similar process, having an email account for
things that were described as “important,” a second email account
for things that were “related to university” and a final account for
things that were “more creative, I would say, social media and stuff”

Routines and Preferences: 5 participants discussed their rou-
tine relating to their accounts and which devices they are logged in
on. For example, P11 described that “usually I just use my laptop and
my phone [...] using the university’s computer, which is not that com-
mon, [...] I always make sure that I'm logged out,” and P15 mentioned
being “always logged in” to their email account. P10 explained that
they used their tablet only rarely and thus consciously were not
logged in on many accounts there, concluding “my configuration
follows my routine, basically.”

Digital Management: 5 participants discussed digital security
management techniques and tools they currently employ. P7 used
two-factor authentication “if I'm logging in to a new device, not on
my devices, but if I'm logging in on a separate computer.” P15 applied
a mixed password generation strategy; their password for their
email account “was suggested by the Phone, by the App [...] it’s really
long, and diverse, so I will not remember it,” while their password for
a social media account was “not randomly generated, but different
from the other ones.”

Non-digital Management: 12 participants discussed non-digital
security management techniques. P4 described that they were selec-
tively “writing [passwords] down with pen and pencil, usually I know
where I need to log in to, like if I go traveling,” while P1 “didn’t want
to write them down [GER].” With respect to choosing passwords, P20
explained that they have “a very complex basis, and then a specific
one [for each website] [GER].” P10 similarly described that they had
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a “structure [...] numerical and alphabetical, and in the end, maybe
Jjust a slight change of the symbol or something [...] I wouldn’t say
like, algorithm.”

5.3.2 Awareness and understanding of security problems and
solutions. Participants discussed different aspects relating to their
awareness of security problems, such as password reuse risk, and
solutions, two-factor authentication, and password managers.

Lockout Risks: 6 participants made statements related to the
risk of locking themselves out of their devices or accounts. With
respect to usernames and passwords, P5 mentioned “that one could
forget the email address, that could be more likely [GER], while P11
described that they do not use randomly generated passwords be-
cause they “wouldn’t feel comfortable in not having this power over
my accounts.” Two-factor authentication leading to lockout over a
longer time was discussed by P8, who had moved between coun-
tries, ‘T lost my [...] country’s phone number, and when I entered my
email [...] I need to have the SMS, and I couldn’t receive the SMS, so I
was locked out for 30 days on both my emails,” and P20 noted: ‘T had
an authenticator for a while, for example for [a gaming platform],
and it took two months until I could enter again because I changed
my mobile phone [...] [GER].”

Security Risks: 10 participants made statements related to secu-
rity risks arising from password reuse, weak passwords, or security
questions. P4 was aware that reused passwords were “not so secure,”
and P7 used one password “for almost everything else,”wanting
“something different” for their most important email account. Par-
ticipants understood that some security questions could be brute-
forced, with P2 describing that one such question related to “the
color of the first car that we owned |[...] but of course it’s another thing
that there’s not a lot of colors.” P11 thought that it was “o easy to
find such information” related to security questions.

Security Mechanisms: 9 participants mentioned whether they
are aware of some security mechanism or tool. P12 discussed the
“option to use, for example, TOTP,” referring to the time-based one-
time passwords used by many two-factor authentication apps. P4
described physical security keys as “devices that can just like plug
in to your computer.”

Influence of Others: 5 participants mentioned that other peo-
ple, most commonly family members, made them aware of a partic-
ular security problem or solution. P2 discussed a reliance on their
sister for information: “she’s a computer scientist, she also helped
me with how to [set up two-factor authentication].” P15 followed a
similar process regarding passwords, saying that they are ...] ran-
domly generated, because my brother told me to [...] it was something
because it was good to do, but also he insisted on this thing.”

Security Mental Models: 10 participants expressed security
beliefs or ways they think about their account security. Participants
had different opinions about the security of certain practices. P11
described that “thought that [writing down a password] wouldn’t be
that safe, anyway, so it’s always better to just trust your mind and
the security system each platform has,” while P12 believed that “the
physical copy is actually the safest of my password managers.”

Risk Implications of Connections: 13 participants discussed
how they believe the connections between their accounts and de-
vices are associated with risks. P8 expressed surprise at their access
graph, saying that “everything is almost accessible if they have your
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phone.” P15 expanded on this, saying that “that there are so many
connections” but they were “not aware of the risks.” P16 thought of
one of their email accounts “as more of a risk, since there one has
the app on the mobile phone where one does not have to log in [GER].”
P17 identified that “when the mobile phone is turned on, and the
person knows how the pattern works, then this is a big security risk
for me [GER].”

Misconceptions and Inefficient Use of Tools: 8 participants
made comments that showed a misconception they had about a
security concept, or described using a tool in an inefficient or in-
effective manner. P4 “thought you would have to use [two-factor
authentication] every time [you log in], or something, and then it’s
annoying.” P6 had trouble shifting their own viewpoint to an at-
tacker’s, asking about two-factor authentication, “if I'm logged in
all the time, what’s really the difference?”

Noticing or Recovering from an Account Breach: 3 partici-
pants described how they would notice or recover from an account
breach. P7 noted that “these days” if someone else were to login
to their bank account, “the bank will instantly notify you, and your
money is kind of protected.” P16 described a similar belief, saying
that they have “never had the problem that someone debited or trans-
ferred money off my account, and I would notice it within a day, so
that’s not such a great risk [GER].”

5.3.3 Improving Account Security. Participants discussed various
aspects relating to their overall account security and the challenges
associated with improving this.

Account Importance: 8 participants discussed the importance
that they attach to specific accounts. P7 described that they “wouldn’t
really worry about somebody logging in to” their account at a hotel
booking service, but “what I would worry about is my bank.” P8
described reusing passwords for “the stuff that I don’t care about,”
while “the things that are important to me have different passwords.”
P18 similarly said ‘T do reuse passwords, I just make sure that the
[accounts] that I know are connected to a lot of different things are
unique.” Participants explained how much they would care about
account breaches, such as P7, T of course don’t want anyone to access
my email, but I feel like, worse comes to worst, somebody does actually
[access it], there’s nothing that I'm afraid they might read, I don’t
have anything like that,” or P14, who “wouldn’t really care” if their
shopping or social media accounts got hacked.

Usability and convenience: 13 participants mentioned either
concrete usability concerns or more generic convenience concerns
with respect to security mechanisms. In particular, participants
discussed usability of two-factor authentication with P2 describing
that “if you change your number, maybe you have to go back and
change your number in the account.” P4 described that they have
been “moving a lot, so I got different phone numbers from different
countries [...] if ’'m in a different country I won’t receive the [two-
factor authentication] message.”. P14 reused a single password for all
their accounts despite having heard of the risks, explaining “one just
doesn’t get around to doing it, because convenience wins out [GER].”

Accepting defaults: 5 participants expressed that they prefer
default configurations, whether they are secure or not. P7 described
that they “feel like all of my accounts are protected [...] there’s nothing
that’s gone wrong with any of my accounts, so it’s just an extra hassle
if I have to do [set up 2FA],” but later also mentioned an account
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for which two-factor authentication was “by default set up,” for
which they did not disable it. Similarly, P20 explained “if an app
or platform asks me upon installation if I want to use two factors, I
usually say yes, but if it does not ask explicitly, I don’t [GER].”

5.3.4 Attacker models. Participants mentioned both concrete
attack personas, which we labeled with the first two codes that
follow, and more general attack vectors, labeled with latter codes.

Service and application providers: 9 participants discussed
concerns in sharing their personal data with a cloud service provider
or web applications. P6 described that they “don’t really like to have
all my data in the cloud,” and switched from one browser to another
because “you can control more” with respect to data sharing. In
contrast, P17 had “no concerns with respect to this” when using
social login, explaining “it’s good that I can pay with my data [...]
then I get ads that actually interest me [GER].”

Friends and family: 4 participants mentioned how they feel
about friends or family members potentially accessing their ac-
counts. P1 mentioned they don’t like to write down recovery codes:
“If they’re just lying around, then family members can access them,
too [...] I don’t have the feeling that they’re trying to hack me, but the
thought that the codes are just lying around makes me uncomfortable.
[GER].” P7 shared some accounts with colleagues, but made sure to
use a different password for their personal account: “T’'m definite
they wouldn’t misuse it, but I don’t want to take any chance.”

Physical device security: 6 participants discussed whether
they were concerned about others physically accessing their devices.
P11 mentioned not saving too many passwords on their laptop
because they “don’t want to let things too easy for someone else”.
P1 had an additional security PIN required for accessing apps on
their phone because “it is unlocked on occasion, and then one cannot
simply enter [the apps] [GER].”

Targeted attacks: 5 participants mentioned reasons why they
would consider a targeted attack on their accounts likely or unlikely.
P5 wondered if they “might be too paranoid,” because they were
“not some politician who has important things [GER].” P9 said that
they “don’t have that much wealth to make people want to hack my
account.” P20 had been targeted before: “the reason why my [social
media account] got hacked, I won tickets [for an event] and that was
announced on the radio [GER].”

Attacker capabilities: 5 participants expressed beliefs on what
an attacker might be able to do. P2 doubted the effectiveness of even
a strong password against a dedicated attacker, ‘T just increased the
degree of difficulty [...] for the password, but of course if there is a
hacker he could find other ways to go into that.” P2 also thought about
what an attacker might know when answering security questions:
“T didn’t write the name of my best friend, I just wrote the name of
the first friend I ever had, which also not a lot of people know.” P11
expressed doubts about the effectiveness of their computer’s PIN:
“if someone steals [my computer], this person probably knows how to
access things, I don’t know how safe this PIN really is.”

6 DISCUSSION

6.1 User Account Structure

RQ1: What does a typical user account setup look like and
what potential weaknesses exist in it?
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We modeled our participants’ account setups as account access
graphs as a basis for answering this research question. The 20
account access graphs elicited by interviewing our participants have
between 30 and 59 vertices. However, as we were more interested
in structural features rather than exact numbers we did not require
participants to mention all of their accounts.

Figures 2 and 3 are simplified versions of P6’s and P18’s account
access graphs, whose structural features we describe next. These
graphs combine most of the structural features we have observed
in the elicited graphs. The semantics of different kinds of vertex
and edge styles is as in Example 1.

Account Setup Structure. The first structural features we examined
were how our participants’ accounts are generally accessed and
recovered. In particular, we examined what common patterns exist,
where many different accounts are accessed in a similar manner.

We consider two kinds of patterns: Those reported by our par-
ticipants directly, and those we identified in the graphs ourselves.
An example of the first kind of pattern is the blue 3D-box-shaped
vertex Default in Figure 3. The participant did not name specific
accounts for this vertex, but indicated the use of accounts that only
had a password but no recovery method. Similarly, using the Mail
account for single sign-on was identified by the participant as a
pattern for Serious accounts.

We identified patterns ourselves by considering different vertex
types: Passwords, email accounts, other accounts, and devices. We
consider three or more credentials or accounts to have the same
access pattern if they are of equal type and are accessed by equal
(non-empty) combinations of types of credentials. A typical such
pattern is the use of some kind of password manager to store pass-
words. This pattern can be seen in the red 3D-box-shaped pwds
vertices in Figures 2 and 3. We bundle accounts, devices, and any
other credentials that are accessible with the same pattern as fol-
lows. We contract the vertices that have the same access pattern
and indicate in the resulting 3D-box-shaped vertex the number of
contracted vertices. Figure 2 shows 3 different access patterns that
we identified for P6. P6 reported on 16 passwords, contracted into
the vertex pwds, all of which are accessed using a password man-
ager. P6 mentioned 7 different accounts, each of which is accessed
with a password and recoverable using an email account, and 3
email accounts that are accessed and recoverable in the same way.

Central vertices. The next structural feature we analyzed was
which vertices are the most central in our participants’ graphs in
terms of providing access to other vertices. The centrality scoring
method we used is based on access sets defined in [22]. An access
set for a vertex v is a minimal set of vertices that is sufficient to
(transitively) obtain access to v.

ExaMpLE 3. In Figure 3, one (of many) access sets for the vertex
Social 2 is the singleton set {Social 1}, because access to Social 1
suffices to gain access to Social 1 basic, whence access is obtained
to Social 2. Every access set for the Bank vertex in the same graph
includes the vertex PIN B, since access to Bank is only possible through
the phone and with that PIN. As there is no vertex providing access to
PIN B, this vertex must occur in every access set for Bank. One such
access set is the set of vertices { PIN B, Finger, Phone locked}.
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Figure 2: Simplified Access Graph of participant P6. Some ac-
counts have been removed. 3D-box-shaped vertices are con-
tractions of vertices with the same access pattern.

We define the centrality score of a vertex by counting the number
of times a vertex occurs in the access set of another vertex. The
vertex’ occurrence is weighted inversely proportional to the number
of vertices occurring in the access set. Thus every vertex has a score
of at least 1 as it constitutes its own access set.

EXAMPLE 4. The centrality score of vertex Social 1 in Figure 3 is
3, since it occurs in the access set for itself, for Social 1 basic, and
for Social 2. The score for PIN B is 2%, because it provides access to
itself (1), and occurs in three access sets for Bank, once with Phone,
weighted 1/2, and twice with two other vertices, each weighted 1/3.

Vertices that receive high centrality scores indicate critical parts
of the user’s setup. If these vertices were protected poorly, this
would result in a weakness in the setup.

Passwords are used as an authentication factor for most accounts,
so password managers or vertices providing access to them
are central vertices. For example, in Figure 2, the vertex pwd has
the highest centrality score. This is a decryption password for an
Encrypted File stored in the Cloud storage. We discuss the reason
for pwd’s high score in the context of cycles below.

While we found that most participants stored some of their
passwords in a password manager, several participants did
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Figure 3: Simplified Access Graph of participant P18. Some
accounts have been removed. 3D-box-shaped vertices are
contractions of vertices with the same access pattern.
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not store all of them. For example, in P18’s setup (Figure 3), the
password pwd M for the Mail account is not stored in the pwdMan-
ager. This is consistent with previous studies showing that users do
not necessarily take full advantage of password managers [26, 30].

In many participants’ setups, a device is the most central
vertex according to our centrality scores. Our participants’ devices
commonly provide access to many accounts by means of open ses-
sions or through passwords saved on the device. Most participants’
devices were protected with a locking mechanism. The most com-
mon locking mechanisms were PINs and fingerprints. The Finger
vertex of the graph in Figure 3 is the most central vertex, because
it unlocks any of the three devices. The next most central vertices
in this graph are Computer and Tablet. In comparison with these,
the Phone is not as central, because it does not provide access to
the password manager.

Cycles. A structural feature closely related to central vertices
are cycles. Cycles occur, for example, when multiple accounts can
be used directly or indirectly to recover each other. Vertices that
are contained in a cycle or provide access into a cycle can have
comparatively high centrality scores, particularly when access to
one of its elements provides access to the whole cycle. The reason
is that such a cycle with several incoming and outgoing links acts
like a hub connecting all incoming paths to all outgoing paths. If
the cycle includes or provides access to a critical vertex such as
a password manager, then all vertices that are part of the cycle
or provide access into the cycle obtain high centrality scores. The
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accounts that are part of such a cycle must therefore all be well-
protected. Cycles can, primarily, reveal the weakest points for all
accounts within an account ecosystem, but also have the potential to
reveal multiple connected accounts as a result of users consciously
separating work and personal life [6, 9].

Several participants’ account access graphs contained cy-
cles, for example due to email accounts recovering each other or
passwords saved in cloud storage. P6’s graph in Figure 2 contains
two cycles: Mail S basic — Mail P — Mail P basic — Mail S basic,
and pwd Manager — pwds — Cloud — Cloud Basic — Encrypted
File — pwd Manager. All vertices in these cycles are sufficient to
provide access to the next vertex in the cycle, except for the access
provided to the password manager, which, in addition to Encrypted
File, requires pwd. This explains why pwd, the password for the
password manager, has by far the highest centrality score: Most of
the access paths to passwords and accounts in this graph are con-
tingent on pwd. In contrast, Encrypted File, unlike the password,
is accessible through multiple devices that have open sessions to
the Cloud storage, denoted by Cloud basic.

Compartmentalization. Several participants’ account graphs con-
sist of multiple connected components. In the second part of the
interview, we learned that some participants consciously sep-
arated their accounts with the goal of reducing spam and
notification load, e.g., into work-related and other. In particular,
they were logged in to different accounts on different devices, and
connected accounts to different email accounts. For example, P8
stated that “if something is important, I would connect it to [one
email address], something that just needs an email to log in, I would
connect to [another email address].” P6 followed a similar process,
describing their use of the three email accounts shown in Figure 2
as follows: One email account is for things that were described as
“important,” a second email account for things that were “related to
university” and a final account for things that were “more creative, I
would say, social media and stuff.” P10 explained that they used their
tablet only rarely and thus consciously was not logged in on many
accounts there, concluding “my configuration follows my routine.”

While multiple connected components in an account access
graph indicate compartmentalization or missing information, we
can see that they are insufficient to detect the quoted participants’
compartmentalization strategies. This is because their strategies do
not aim for a clean separation across the account setup, but only for
a separation of particular items meeting their individual criteria.

Weaknesses in users’ account setups. We briefly outline the
most common weaknesses that we discovered by automatically
and manually analyzing our participants’ account access graphs,
as described in Sections 4.1 and 4.2. Our automated analysis dis-
covered backdoors with respect to text message attackers, as many
participants used text-message-based account recovery, leaving
them vulnerable to SIM Swap attacks [5, 25]. Furthermore, it dis-
covered backdoors with respect to device-theft attackers, as some
participants who used such a recovery method either did not have
a locking mechanism on their phone at all, or enabled text message
preview on the locked phone. That is, anyone with physical access
to the phone would have direct access to the recovery codes sent to
the phone. We did not find backdoors with respect to weak secret
attackers; while security questions were used as recovery methods
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in a few participants’ setups, they often served only as a single step
in a multi-step recovery process.

Our manual analysis showed that participants did not use two-
factor authentication unless it was mandatory, as is the case for
many online banking accounts. While using only a single authen-
tication factor might not directly constitute a critical weakness,
it does become critical when this factor is a reused or weak pass-
word. Therefore, using two-factor authentication is security advice
commonly given by experts [7, 16, 24]. In particular, some partic-
ipants had email accounts that were central to their setup, and
with email providers that offered two-factor authentication, but the
participants did not have it enabled.

During the interviews, we also found that our participants fully
or partially reused passwords, exposing themselves to risk from
password database breaches [28]. Some participants even reused
their password for accounts that provide access to many others,
such as their email accounts. Note that we elicited password reuse
in the second part of the interview only, so the graphs do not
differentiate between unique and reused passwords.

6.2 Awareness of Account Weaknesses

RQ2: What awareness do users have towards the weaknesses
in their account setup and what are the individual barriers
that exist in solving these challenges?

Our analysis of participants’ individual account graphs illus-
trated features (e.g., compartmentalization, cycles) that create a
uniqueness within an individual’s own setup. However, there are
also commonalities that exist within the account setups of our par-
ticipants. In this section we provide security recommendations that
are based on our analysis of participants’ account setups and our
subsequent discussions with participants on the challenges that
they face in managing the security of their setups.

Recommendation 1: Users may have an incomplete view of
their online account setup and personalised security advice
could be used to overcome this. Participants had an incomplete
view of their account setup. Thus, they underestimated the impor-
tance of their central accounts, such as their email accounts, and
devices. When asked what they found surprising about the study,
P15 replied “T'm surprised that so much is connected, especially to my
[email account] [GER],” with P8 adding that “everything is almost
accessible if they have your phone physically.” This misunderstand-
ing leads to participants insufficiently securing important accounts,
as we show in the next section.

It has been pointed out before that not every piece of security
advice is equally relevant to every user, e.g., by Reeder et al. [36].
Our results suggest that we should go even further, and that secu-
rity experts should seek out opportunities for personalized security
counseling rather than trying to craft advice for the general popula-
tion. While our process of interviewing users may not scale to a
larger population, we believe that large parts of our process could
be automated, especially if the main goal is to give advice rather
than to obtain interview data. Such automated tools could then
provide personal security advice at scale.

During our interview sessions, we were able to give participants
security advice that was tailored to their specific setup and experi-
ence, unlike generic advice that is commonly given. In particular,
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we could single out accounts that were central to each partici-
pant’s setup, providing access to many other accounts. When these
accounts were protected weakly, such as with a reused or weak
password, we gave advice on how to better protect this account
specifically. Future work should focus on the ability to automate the
collection of the data required to determine a users online account
setup, and in methods to then give advice to users based on any
weaknesses that are determined.

Note that tools currently offered by service providers, such as
Google Security Checkup [1], only consider the part of a user’s
account setup that is connected to that service provider. Therefore,
such tools cannot give personalized security advice that considers
the user’s entire setup. Bespoke tools that offer broader security
advice based on a users full account infrastucture (e.g. [11]) should
be prioritised as a future method to improve security guidance that
is given to end users.

Recommendation 2: Users struggle to see the links created
between accounts due to password reuse and work is required
to highlight password database breaches to assist in mitigat-
ing this problem. Multiple participants reused passwords only
for accounts they considered relatively unimportant. P8 described
reusing passwords for “the stuff that I don’t care about,” while “the
things that are important to me have different passwords.” P18 simi-
larly said ‘T do reuse passwords, I just make sure that the [accounts]
that I know are connected to a lot of different things are unique.” It has
been observed that password reuse is acceptable for lower-valued
accounts [18, 37]. However, our participants’ perceptions of their
accounts’ importance were not always accurate.

Some participants consciously favored convenience over secu-
rity, considering their accounts insufficiently important to warrant
extra effort. P14 reused a single password for all their accounts de-
spite having heard of the risk, explaining ‘one just doesn’t get around
to doing it [setting up unique passwords], because convenience wins
out.” Participants that reused passwords were not too concerned
with attacks because they believed that they had to be targeted,
thinking of an attacker as someone who had decided in advance
to hack them specifically. Our participants were also largely un-
aware of password database breaches [28]. The interviewer showed
haveibeenpwned.com to participants who reused passwords, and the
vast majority were unaware of the site or any similar tools. This
suggests that security experts should increase awareness of password
database breaches and resulting password reuse risk. They should
also explain the untargeted nature of credential stuffing attacks, em-
phasizing that an attacker does not have to consciously pick a user
as their target.

Recommendation 3: Users are likely to adopt default secu-
rity advice as long as it does not greatly impact their current
mental model of accessing systems. Enabling methods such
as 2FA on accounts likely to be central within users’ account
graphs would be beneficial. In our study, participants mentioned
concrete obstacles, in particular with respect to adopting two-factor
authentication. Multiple participants had usability or privacy con-
cerns about using their phone number for text-message-based two-
factor authentication. P8, who had moved between countries, de-
scribed resulting usability problems as follows: ‘T lost my [...] coun-
try’s phone number, and when I entered my email [...] I need to have
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the SMS, and I couldn’t receive the SMS, so I was locked out for 30
days on both my emails.”

Participants expressed a higher willingness to keep a default
configuration than to actively switch to another. P7 explained ‘T
feel like all of my accounts are protected [...] there’s nothing that’s gone
wrong with any of my accounts, so it’s just an extra hassle if I have
to [set up two-factor authentication],” but later also mentioned an
account for which two-factor authentication was “by default set up,”
for which they did not disable it. P20 explained “if an app or platform
asks me upon installation if I want to use two factors, I usually say
yes, but if it does not ask explicitly, I don’t [GER].”. Participants were
happy to use two-factor authentication as a secure default that is
set up at registration, while they would not go through the steps to
set it up afterwards.

Service providers should should should offer two-factor authen-
tication as the default option during registration and inform users
clearly that they can configure trusted devices for which the second
factor is not required.

6.3 Limitations

Our study was advertised as a User Study on Security Risks in Ac-
counts for Internet Services. As with every study with voluntary
participation, there is a self-selection bias that may lead to partic-
ipants that have an above average interest in the discussed topic.
This is likely the reason for the high number of participants who
reported an interest in information security. Participants were re-
quired to actively use internet services and own at least one portable
device with an Internet connection. The study was also advertised
in places, both online and physical, that are to a large part, but
not exclusively, frequented by university students from our local
area. Thus, even though we did not specifically ask about this, we
assume that a large fraction of our participants are students from
this population group. However, we know from statements during
the interviews that some participants were not students.

Despite these limitations, our study provides valuable insights
into users’ thought processes with respect to their online account
setups. In fact, our participants’ interest in the topic was likely a
reason for the wide range of topics covered in our data, and was
conducive to obtaining accurate account access graphs. Due to the
qualitative nature of our study, we do not claim that our results are
generalizable over a larger population, and thus consider the limited
demographic spread among our participants acceptable. Note that
only one fifth of our participants studied computer science, none
of them with a focus in information security. Thus, our participant
sample is meaningful for studying the behavior of interested, yet
non-expert, users.

7 CONCLUSION

We developed a novel methodology, leveraging user account graphs,
for systematically eliciting a user’s online account setup. We used
our methodology in a study with 20 participants and obtained for
the first time insights into the complexity of users’ unique account
setups. We observed structural features within account setups, like
account access patterns and cycles, and used these to demonstrate
the importance of central accounts and devices within the individual
users’ online security ecosystem.
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Our interviews provided not only an understanding of the struc-
ture of our participants’ account setups; the graphical represen-
tation of the participants’ elicited account setups shown to them
facilitated a discussion that additionally provided insights into their
beliefs, opinions, and mental models regarding these setups. This
allowed us to relate our findings to previous work across diverse
topics including password best practices, adoption of two-factor
authentication, users’ attacker models, and security advice.

Our findings suggest that personalised security analysis and
advice holds much potential. However, to achieve it at scale, our
process requires more automation support and we must further
improve our understanding of users’ account setups through larger-
scale studies using quantitative metrics. In particular, we seek to
learn how account setups compare between different demographics,
what the prevalent account security management strategies are,
and how they manifest themselves in an account setup.
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